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The attitude of students towards computer programming learning is a 

subject which is not widely researched in the current literature. In fact, 

there is little generally accepted scale, which is tested and accepted in 

terms of reliability and validity in literature in order to measure the 

attitude of students towards computer programming learning. The aim of 

this study is to develop a valid and reliable scale.  The development 

process consists of two phases that utilize two different sample groups. 

The sample group, in the first case, consists of 496 students and it 

consists of 262 students in the second case.  In order to detect the validity 

of the scale, exploratory and confirmatory factor analyses, item factor 

total correlations, corrected correlations and item discriminations were 

conducted. The reliability of the scale is justified using the internal 

consistency level and reliability level. ASCOPL is a 5-point Likert-type 

scale, consisting of 20 items, grouped under three factors. The results 

indicate that ASCOPL is a reliable and valid scale in order to measure 

student attitudes towards computer programming learning.   
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Introduction 

Programing skill requires higher level cognitive skills such as problem solving, 

logical-mathematical thinking, and critical thinking (Fang, 2012; Korkmaz, 2012a; Lau 

&Yuen, 2009; Wang, Geng, Jiang & Liu, 2012). The are several studies in the literature 

which demonstrate the importance of programming and the difficulties related to the teaching 

and learning of computer programming (Gomes & Mendes 2007; Tan, Ting & Ling, 2009; 

Jenkins, 2002; Katai, Juhasz & Adorjani, 2008; Korkmaz, 2012a; Korkmaz, 2013; Milne & 

Rowe, 2002). It can be seen from the research conducted to date that there are several 

different reasons behind the difficulties, among them, the lack of higher level cognitive skills, 

such as logical and mathematical thinking and critical thinking, the utilization of unsuitable 

teaching methods, the lack of computer programming teaching, and ignoring the learning 

styles of the students (Korkmaz, 2012a; Korkmaz, 2013; Landry, Pardue, Doran & Daigle, 

2002; Lau & Yuen, 2011). Among the listed reasons are the negative perception of the 

students and the lack of motivation and attitude towards computer programming 
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(Anastasiadou, & Karakos, 2011; Erdogan, Aydin & Kabaca, 2008; Sacks, Bellisimo & 

Mergendoller, 1993). It is also reported in the literature that along with the lack of motivation, 

there are several problems related to cognitive aspects of the learning and teaching (Hawi, 

2010; Hernane, Gilney & Marcelo, 2010; Robins, Rountree & Rountree, 2003). 

According to Fishbein and Ajzen  (1975, cited: Lai, Wang, & Lei, 2012)  the attitude towards 

a certain behavior is defined as positive or negative feelings of the individual towards 

accomplishing a behavior. There is evidence in the literature that the attitude of students 

towards school, course and teacher directly affect their academic success, their utilization of 

technology, their self-efficacy and self-confidence perception and their satisfaction (Hwang, 

Wu & Chen, 2012; Lai, et al.,  2012; Landry et.al., 2002; Van de Gae, Grisay, Schulz & 

Gebhardt, 2012). Although there are few studies related specifically to the learning of 

computer programming skills, studies related to learning on other domains, reveal that student 

attitudes is one of the main factors affecting their academic success directly (Anastasiadou, & 

Karakos, 2011; Lockwood, 2012; Yılmaz & Kılıç-Çakmak, 2012). Based on these findings, 

one of the main difficulties faced in computer programming learning can be the negative 

attitudes of the students towards computer. The perception of the subject by the students, as 

confusing and meaningless, hard to learn and complicated, all seem to be factors which affect 

students’ success adversely. Therefore, Huna Tan and associates (2009) indicate that the 

perception of the students that programming language learning is a difficult topic to learn, and 

leads students to be apathetic in their learning of programming skills.  

Despite of these findings, however, there is no clear evidence demonstrating how attitude 

directly affects computer programming skills in terms of students’ academic success. 

Furthermore, the authors have not encountered a valid and reliable scale in literature to 

measure the attitudes towards computer programming learning.  In this case, it is clear that a 

reliable and valid scale would be a useful tool to determine the attitudes of the students 

towards computer programming. Therefore, the aim of this study is to establish a reliable and 

valid scale in order to measure the attitude towards computer programming learning.  

Method  

Sample 

There are two study groups in this research. The first study group consists of students 

from the department of electrical-electronics engineering and computer engineering students 

in the engineering faculties of four universities in Turkey. The students are from third grade 

and the number of this study group consists of 469 students. In the second study group, there 

are 262 students from the department of computer education and instructional technology 

(CEIT), which is the department of the faculty of education. All students in the study groups 

take two five-hour courses, namely computer programming language I and II, at and fourth 

semester, respectively. In order to obtain a reliable and valid scale, therefore, the students in 

all study groups are selected among the 5
th

 semester students. Furthermore, having two 

different study groups with students from different subject area such as engineering and 

educational department is also to ensure that the scale is reliable and valid.  

In the first set of experiments, an exploratory factor analysis along with validity and reliability 

analyses have been carried out on the first study group, while confirmatory factor analysis has 

been carried out on the second study group.  The distribution of the students based on their 

universities, subject and gender in the study groups are listed in Table 1.  

http://jcc.sagepub.com/search?author1=Aletta+Grisay&sortspec=date&submit=Submit
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Table 1. Distribution of the working group based on their university, subject and gender 
  I. Implementation II. Implementation 
University Computer Eng.  E. E. Eng. 

Total 
CEIT 

Female  Male  Female  Male  Female  Male  Total 

Erciyes Un 19 42 17 14 92 - - - 

Karabük Un 17 54 54 28 153 - - - 

Niğde Un 0 0 23 100 123 - - - 

Bülent Ecevit Un. 12 29 16 44 101 - - - 

Ahi Evran Un. - - - - - 27 25 52 

Amasya Un. - - - - - 52 36 88 

Atatürk Un. - - - - - 45 27 72 

M.Akif Ersoy Un. - - - - - 17 33 50 

Total 48 125 110 186 469 141 121 262 

Development process of the scale 

In the first step of scale development, the literature has been reviewed  in order to 

determine the general characteristics of the programming skills and that of attitude variables 

(Anastasiadou & Karakos, 2011; Aşkar & Davenport,  2009; Erdogan, et. al., 2008; Korkmaz, 

2013; Korkmaz, 2012a; Korkmaz, 2012b; Lai, et al., 2012; Lockwood, 2012; Milne & Rowe 

2002; Ramalingam & Wiedenbeck, 1998; Robins et al.,  2003; Sacks, et al.,  1993; Wang, et 

al., 2012; Yılmaz & Kılıç-Çakmak, 2012).  Each of the identified general characteristics is 

considered to be an item for an attitude statement and it is put in the item pool. Furthermore, 

17 students (females=8, males=9)  in Mevlana University who enrolled to the Programming 

Language I course  at fourth semester have been asked to describe their feelings, positive and 

negative attitudes during the learning phase of the computer programming. After investigating 

the written responses collected from these students, the feeling of the students are also 

identified as an item and put into the item pool. The resultant item pool has been investigated 

by three experts who are a computer engineer, an instructional technologist and a 

measurement-valuation expert, in order to detect overlapped items and scope validity. A 

linguist worked on the items to eliminate ambiguous and complex statements and then miss-

worded and incorrect statement were modified.   

An item pool with 25 items has been constructed based on the student opinions, reviewed of 

the literature, and expert’s contributions. While 12 items, out of 25 items in the pool, are 

classified as positive statements, the rest of 13 items are classified as negative statements. A 

range of 5-point choices were placed for the items in order to specify the students’ attitude 

levels expressed in the items. These choices were organized and graded as (1) “never”, (2) 

“seldom”, “(3) “sometimes”, “(4) “generally” and (5) “always”.  

After finalizing the scale, it made available online. At this stage, an instructor in each of the 

departments is asked to carry out a survey for confirmatory factor analysis on the students in 

the engineering faculties. After completion of this phase, the implementation of the scale is 

carried out on the students in the educational faculties. The data collected is statically 

analyzed using SPSS 15.00 and LISREL 8.71 in order to carry out validity and reliability 

tests.  The values related to the negative statements are coded inversely during loading data 

into programs.  

Data Analysis 

In order to decide whether factor analysis is liable or not, in the first place, KMO and 

Bartlett analyses have been conducted on the collected data in statistical framework 

(Korkmaz, 2012b). Having a KMO value which is greater than 0.90 is generally considered to 

be perfect to apply factor analysis on the dataset (Russell, 2002). Furthermore,  based on the 
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Bartlett test values, which is known to be the identity matrix of the correlation under 

investigation, it is understood that the null hypothesis has been rejected at a meaningful  level 

of 0,05 (Büyüköztürk, 2002; Eroğlu, 2008).  

Based on the results, the exploratory and confirmatory factor analyses have been conducted 

on the data; itemizing level of the scale has been determined using principal component 

analysis; factor loadings have been investigated using Varimax orthogonal rotation technique. 

The aim of the factor analysis is to detect whether it is possible to reduce the items in a scale 

into a fewer number of factors (Balcı, 2009). On the other hand, the principal component 

analysis is a common technique, factorizing (Büyüköztürk, 2002). The items with factor loads 

lower than 0.30 and the items that do not have at least 0.100 difference between their loads on 

two factors, or in other words, the items with loads separated into two factors, should be 

removed (Büyüköztürk, 2002).Thus, it is accepted that having items in a scale with a factor 

load greater than 0,3 which explain at least 40% of  the global variance, is adequate in terms 

of behavioral science (Büyüköztürk, 2002; Eroğlu, 2008; Kline, 1994; Scherer, Wiebe, Luther 

& Adams, 1988). Furthermore, it is considered to be well-accepted having a factor load of 0.5 

or greater (Büyüköztürk, 2002).  In the evaluation of the factor analysis, the factor loads are 

the primary criterion (Balcı, 2009; Gorsuch, 1983; Eroğlu, 2008). A higher factor load is an 

indication that the variable should belongs to the factor under consideration (Büyüköztürk, 

2002).  Furthermore, it is stated that the identification of the common factor variance for the 

patterns with multi-factor patterns is especially important. The common factor variance is 

defined as the variance on each of the variables caused by factors and it is identified using the 

result of factor analysis (Çokluk, Şekercioğlu & Büyüköztürk, 2010).  There is supporting 

evidence that the items should be removed from the scale if its common variance is less than 

0.2 (Çokluk et al., 2010). 

The scale form obtained using the exploratory factor analysis is applied to a new group which 

is not a part of the study group in the first application and a factor analysis has been carried 

out on the results. Confirmatory factor analysis is based on the evaluation of the hypotheses 

which are constructed on the relationship between implicit and explicit variables, i.e. on the 

relation between items and factors (Pohlmann, 2004). In other words, the confirmatory factor 

analysis is a structural equivalence model which is related to the methods for measuring the 

relation between hidden variable and observable measurements (Korkmaz, 2012b). Each of 

the factors should be explained using its relation to the observable variables (items) (Yılmaz 

& Çelik, 2009; Raykov & Marcoulides, 2006). The maximum likelihood method is used in 

the confirmatory factor analysis. It is advised to use more than one consistency value in the 

structural equation model (Thompson, 2000). Therefore, five consistency values are reported 

in this study and accordingly the values in the scale model obtained in the confirmatory factor 

analysis are expected to be in the range, given below, for a perfect consistency given: χ
2
/d<3; 

0<RMSEA<0.05; 0≤S-RMR≤0.05; 0.97≤NNFI≤1; 0.97≤CFI≤1; 0.95≤GFI≤1; 0.95≤AGFI≤1 

ve 0.95≤IFI≤1. For an acceptable consistency the values are expected to be as follows: χ
2
/d<5; 

0.06≤RMSEA<0.08; 0.06≤S-RMR≤0.08; 0.90≤NNFI≤0.96; 0.90≤CFI≤0.96; 0.90≤GFI≤0.96; 

0.90≤AGFI≤0.96 ve 0.90≤IFI≤0.96 (Kline, 2005; Şimsek, 2007).   

The discriminative power of the items left after factor analysis, is determined by the 

independent t-test; the item-total correlation is tested using Pearson’s r-test for the validity of 

the scale. The correlation between the score, obtained for each items and the one of the factor, 

which the items belongs to, is used an indication to explain the level of contribution of the 

each items to the general objective of the factor (Balcı, 2009). Another possible value, in 

order to test the level of contribution of an item, is the corrected correlation. Having a value 

for the corrected correlation, that is higher than 0.2, shows that the item contributes 
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considerably to the objective of the corresponding factors (Tavşancıl, 2010). Discriminative 

power of a scale is accepted as an important evidence for the validity of the scale 

(Büyüköztürk, 2002).  A method to test the discriminative power of a scale is to monitor the 

differences between the top 27% and the bottom 27% of the group of items, after sorting the 

raw scores in descending order.  

Inner-consistency coefficients and stability tests are conducted in order to determine the 

stability of the scale. Cronbach alpha reliability coefficients, the correlation value between the 

two-identical half and Sperman-Brown formula and Guttmann split-half reliability formula 

are used to determine the inner-consistency level of the scale. The value greater than 0.7 for 

the reliability coefficient is accepted to be a good indication for reliability of the scale 

(Büyüköztürk, 2002; Gorsuch, 1983). The stability of the scale on the other hand is 

determined by the correlation between the scores obtained with two applications, which have 

been conducted separately in an interval of six weeks. As it is indicated a reliable scale should 

provide reliable measurements (Balcı, 2009). Furthermore, the reliability is partially related to 

the stability, consistency and sensitivity of the scale. Therefore, these values are considered to 

be the evidence of the reliability of the scale (Hoyardaoğlu, 2000). The consistency level 

increases if the reliability coefficient approach to 1.00 and decrease if the coefficient 

approaches to 0.00 (Gorsuch, 1983). As known, the values between 0.00 – 0.30 generally 

indicate a low correlation, the values between 0.30 – 0.70 indicate a medium correlation and 

the values between 0.70 – 1.00 indicate a high correlation for correlation coefficients 

(Büyüköztürk, 2002). 

Results 

Findings regarding the validity of the scale 

The structural validity, the item-total correlations, corrected correlations and item 

discrimination were evaluated for the validity of the attitude scale for computer programming 

learning (ASCOPL) and the findings are listed below. 

Structural Validity 

Findings regarding the exploratory factor analysis: First of all, Kaiser-Meyer-Oklin 

(KMO) and Bartlett tests are conducted, with KMO =0.873, and χ2= 4798.830; df=595 

(p=0.000) for Bartlett test value, in order to test ASCOPL structural reliability. In terms of 

these values, it was seen that factor analysis could be conducted on the 25-item scale. 

In the first place, a principal component analysis has been conducted in order to test whether 

the scale is one-dimensional or not. Then the Varimax orthogonal rotation method was used 

according to the principal components. 5 items have been removed from the scale; four of 

them have an item load less than 0.3 and the other’s item load is distributed over various 

items. The factor analysis was applied to the remaining items again. The final item pool has 

been investigated by a computer scientist and by a measurement and evaluation expert in 

order to make sure that contend validity is not deteriorated due to removing of the five items. 

The experts state that contend validity is not affected and after this confirmation, the rest of 

the analyses has been conducted. 

The results of the analyses show that the 20 items in the reduced scale seem to be grouped 

under three factors. For the reduced scale, the KMO value is as 0.876; Bartlett values are 

found as χ2=2867.942; df=190; p<0.001, respectively. The non-rotated factor loads of the 20 
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remaining items are found to be between 0.323 and 0.631. On the other hand, after Varimax 

orthogonal transformation, the loads are laid between 0.486 and 0.742.  Furthermore, the 

factors and items in the reduced scale are found to contribute to 47.34% of the total variance.   

Next, the contents of the items in the factors were examined and factor names were given. 

There were 9 items under the factor named “willingness”, 6 items under the factor named 

“negativity”, and 5 items under the factor named “necessity”. The Kaiser rule is one of the 

mostly used procedures to determine the number of components. According to Kaiser (1960), 

each observed variable contributes one unit of variance to the total variance. If the eigenvalue 

is greater than 1, then each principal component explains at least as much variance as 1 

observed variable. According to the Kaiser Criterion examined eigenvalues, the scale is 

confirmed by the above-mentioned tree-factor structure. 

Table 2 illustrates the results obtained on the reduced scale with 20 items; it shows item loads, 

factor eigenvalues and the amount of the contribution of the items to the total variance 

Table 2. Factor analysis results of the reduced scale as per factors 

Items 

Common 

factor 

variances 

F1 F2 F3 

W
il

li
n

g
n

es
s 

I1 Given the chance, I would like to participate in computer 

programming courses in different departments in my free time. 

0.514 0.715   

I2 Writing a computer program is funny for me. 0.591 0.712   

I3 I want to be a member of a club for computer programming. 0.472 0.662   

I4 Computer programming courses are at the head of the courses that I 

enjoy the most. 

0.631 0.642   

I5 I thing that less time for lesson about programming skills. 0.394 0.620   

I6 I feel very comfortable in computer programming courses. 0.526 0.560   

I7 I'm sure I can learn to computer programming. 0.323 0.512   

I8 I am sure I'm able to put on high-level programming products. 0.350 0.506   

I9 I think I can write long and complex programs. 0.433 0.486   

N
eg

a
ti

v
it

y
 

I10 I am afraid of  computer programming courses, 0.505  0.700  

I11 I'm not good in computer programming. 0.542  0.691  

I12 Computer programming is very difficult to me. 0.459  0.632  

I13 In my spare time, writing a computer program does not deal with 

inside. 

0.398  0.614  

I14 Programming courses has always been my worst courses. 0.399  0.594  

I15 I can handle many issues. But it cannot keep a good job with 

programming. 

0.497  0.567  

N
ec

es
si

ty
 

I16 Programming will be important to my business life. 0.581   0.742 

I17 After graduating from school, I do not think use the programming 

skills.  

0.534   0.717 

I18 Taking Programming course is a waste time for me. 0.525   0.661 

I19 It doesn't matter for my future to be successful in programming 0.410   0.594 

I20 My teachers think that advanced programming would be a waste of 

time for me. 

0.384   0.580 

Eigenvalue 5.75 2.10 1.610 

Explained variance 17.554 16.094 13.687 

The “willingness” factor consists of 9 items as seen in Table 2 and their factor loads varies 

from 0.715 to 0.486. The eigenvalue of this factor within the scale is 5.75, and its contribution 

to general variance is 17.554%.  The “negativity” factor, on the other hand, contains 6 items. 

The factor loads of these items are within a range of 0.700 and 0.567. The eigenvalue of the 

factor is found to be 2.10 and the factor explains 16.094% of the variance. The last factor, the 

“necessity” has 5 items. The factor load of the items is ranging from 0.742 to 0.580. The 

eigenvalue of the factor is 1.610 and, the contribution of the factor to total variance is 

measured as 13.687%. 
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Findings regarding confirmatory factor analysis: After an expletory analysis it has been 

proved that the scale consists of three factors. Another confirmatory factor analysis has been 

carried out on the new data. The data covers a group of sample which contains 262 students, 

which is not used in the previous experiments.  

As the result of the confirmatory factor analysis conducted using the maximum likelihood 

method without any limitations, the worth of fit values was found to be: χ
2

(sd=167, N=226)= 

636,68, p<.001, RMSEA= 0,075, S-RMR= 0,063, GFI= 0,90, AGFI= 0,91, CFI= 0,96, 

NNFI= 0,96 ve IFI= 0,96.  According to these values, it can be claimed that all consistency 

goodness values are acceptable, in another words, the attained model shows that the factors 

are validated by data.  The factorial model of the scale and the t values regarding the factor-

item relationship are illustrated in Figure 1. 
 

 

Figure 1.  First level confirmatory factor analysis correlation diagram of the scale (t values) 

A second level confirmatory factor analysis has been carried out in order to show that three 

factors obtained by the first level confirmatory factor analysis of the scale can be combined 

together to represent an “attitude” variable as an upper level concept.  The model under 

consideration are based on the relationship between hidden variables, which obtained from 

the first level confirmative factor analysis. Also, the variances, which are explained by the 

second level attitude variable on the first level variables, are taken into consideration.  The 

second level factor model has been tested by adding the second level attitude variable to the 

first level confirmative structure, which has already been tested by using the three hidden and 

20 indicator variables. The correlation diagram of the second level confirmatory factor 

analysis of the scale and its t-values are given in Figure 2.  
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Figure 2.  Second level confirmatory factor analysis correlation diagram of the scale (t 

values) 

The factor loads between the first level hidden variables (Willingness, Negativity and 

Necessity) in the model and Attitude, the upper level (second level) variable,  ( λx ), t values, 

measurement errors (δ) and the (R2) the rate of explaining the second level variables on the 

first level variables  are given in Table 3.  

Tablo 3. λx , δ, t and R² values of the second level confirmatory factor analysis on super 

concept – sub concept relation. 
 Second level 

variable 
First level variable λx  δ t R2 

Attitude 

F1: Willingness 0.84 0.22 10.22 0.76 

F2: Negativity 0.97 0.018 13.53 0.98 

F3: Necessity 0.82 0.38 11.13 0.64 

Based on the path coefficients and t-values, it is found that the highest correlation is between 

the “Attitude” and “Negativity”. Also the correlation between “Attitude” and the 3 

dimensions are found to be meaningful and positive (p<0.05). When investigating the 

explained variances on the first level variables by the second level variable, “Attitude”, it is 

found that the “Negativity” variable is explained by a value of (R
2
=0.98), following the 

“Willingness” (R
2
=0.76) and “Necessity” (R

2
=0.64). 

Item factor total and corrected correlations 

In this section, the correlations between the scores obtained from each item and the scores 

obtained from the factors with the item total correlation and corrected item correlation method 

were calculated and each item’s level of serving the general purpose was tested. The item-

factor correlation values and corrected correlation values for each item are presented in Table 

4.  

 



A validity and reliability study…O.Korkmaz & H. Altun  

-38- 

Table 4. Item-factor scores correlation analysis 

Items Factor Total Correlation  Items Corrected Correlation  

F1  F2 F3 F1  F2   

I.  r I.  R I.  r I. r I.  r I.  r 

I1 0.643(**) I10 0.686(**) I6 0.742(**) I1 0.517 I10 0.510 I6 ,562 

I2 0.749(**) I11 0.736(**) I7 0.738(**) I2 0.659 I11 0.590 I7 ,540 

I3 0.663(**) I12 0.701(**) I18 0.728(**) I3 0.539 I12 0.539 I18 ,548 

I4 0.729(**) I13 0.626(**) I19 0.689(**) I4 0.631 I13 0.433 I19 ,486 

I5 0.596(**) I14 0.670(**) I20 0.621(**) I5 0.455 I14 0.503 I20 ,414 

I6 0.637(**) I15 0.688(**)   I6 0.516 I15 0.531   

I7 0.540(**)     I7 0.415     

I8 0.604(**)     I8 0.447     

I9 0.639(**)     I9 0.525    

        N=469; **=p<0. 001 

As seen from the Table 4, the item test correlation varies from 0.540 to 0.749 for the first 

factor; from 0.626 to 0.736 for the second factor; from 0.621 to 0.742 for the third factor. 

Each item is meaningful for the factors in general and have a positive correlation (p<0,001). 

Also, as seen in the table 4, the corrected correlation coefficient, between each one of the 

items in the scale and the factor that the item belongs to, varies from 0.415 to 0.659 for the 

first factor; from 0.433 to 0.590 for the second factor; from 0.414 to 0.742 for the third factor. 

It can be stated that, based on the findings, each one of the items contributes to the factor to 

which it belongs.  

Item discrimination 

The discrimination power of each item in the scale has been calculated.  First of all, 

the raw score obtained for each item has been sorted in descending order.  Then, the upper 

and the bottom groups of items, which formed by the lowest 27% and by the highest 27%, 

both of which included 127 students were determined. The independent group t-test value is 

calculated based on the total scores in the groups. t-values regarding the discrimination power 

and the findings related to the level of meaningfulness are listed in Table 5. 

Table 5. Item discrimination powers. 

F1  F2 F3  

I.  T I.  t I.  t 

I1 9.810 I10 12.561 I6 10.735 

I2 16.943 I11 14.412 I7 10.062 

I3 11.983 I12 12.388 I18 13.068 

I4 16.532 I13 11.045 I19 10.066 

I5 11.579 I14 10.659 I20 8.234 

I6 12.100 I15 13.542   

I7 10.732 F1 26.270 F3 17.070 

I8 12.481 F2 22.712 Total 39.408 

I9 13.920 df:242; p< 0.001 

In Table 5, it is seen that the values of the independent pattern t-test, regarding 20 items in the 

scale, factors and total score, range from 8.234 to 16.943. The t-value for the scale, on the 

other hand, is found to be 39.408. Each of the difference level is meaningful (p<0.001). Based 

on these findings, it can be stated that the discrimination power of the scale and that of each 

of the items are high.  

Findings regarding the reliability of the scale 

In order to determine the reliability of the scale the internal-consistency and stability 

analyses have been performed. The procedures and findings are elaborated in the following 
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sections.  

Internal consistency level 

For the stability of the scale as a whole and on the factor level, Cronbach alpha 

reliability coefficients, the correlation value between the two-identical half and Sperman-

Brown formula and Guttmann split-half reliability formula are used.  The reliability test 

results on the factors and on the whole scale are summarized in the Table 6. 

Table 6. Reliability analysis results considering the whole of the scale and its factors. 

Factors 
Number 

of items 

Two congruent 

halves correlation 

Sperman 

Brown 

Guttmann 

Split-Half 

Cronbach’s 

Alpha 

F1 9 0.635 0.777 0.752 0.824 

F2 6 0.662 0.797 0.795 0.772 

F3 5 0.554 0.713 0.669 0.749 

Total  20 0.526 0.690 0.688 0.866 

 As seen from the Table 6, the scale which consists of 3 factors and 20 items has a value of 

0.526 for the correlation value between the two-identical half. For the scale, the Sperman 

Brown reliability coefficient is 0.690; Guttmann Split-Half value is 0.688; Cronbach’s Alpha 

reliability coefficient is 0.866. On the other hand, for the factors, the Sperman Brown 

reliability coefficient is found to be between 0.713 and 0.777; Guttmann Split-Half value is 

found to be between 0.669 and 0.795; Cronbach’s Alpha reliability coefficient is found to be 

between 0.749 and 0.824. Based on these findings, it can be concluded that the scale as a 

whole and the factors can be used for a consistent measurement.  

Stability Level 

The stability level of the scale was calculated using the test-retest method. The 20-

item final form of the scale was re-applied to 41 students, to whom the scale had been 

applied, after six weeks. These 41 students were voluntary senior students at the same 

institution and department of computer education and instructional technology. There are 

many barriers to reach many more students for retesting. However, these 41 students at Ahi 

Evran University could be reached easily. In any case, it can be said that 41 participants are 

enough for parametric analyses. The correlations between the obtained scores after each 

application were examined, both in terms of the general scale and each item in the scale. 

Therefore, both the general scales and each item’s ability to make stable measurements were 

tested and the findings are summarized in Table 7.  

Table 7.  Test-retest results of the items of the scale. 
Items Factor Total Correlation  

F1  F2 F3 

I.  R I.  R I.  r 

I1 0.596(**) I10 0.711 (**) I6 0.411(*) 

I2 0.601(**) I11 0.724(**) I7 0.641(**) 

I3 0.550(**) I12 0.664 (**) I18 0.478(*) 

I4 0.465(*) I13 0.597(**) I19 0.641(**) 

I5 0.579(**) I14 0.708(**) I20 0.695(**) 

I6 0.611(**) I15 0.467(*)   

I7 0.647(**)     

I8 0.487(*) F1 0.611(**) F3 0.654(**) 

I9 0.541(**) F2 0.671(**) FT 0.732(**) 

     N=41; *=p<00.05; **=p<0. 001 

The correlation coefficients for each item in the scale, obtained by the test-retest methods, are 

found to be in the range of 0.411 and 0.724. It is found that the relations are meaning and 
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positive. The correlation coefficients for the factors, on the other hand, are found to range 

from 0.611 and 0.671. The correlation regarding total score is 0.732 and all the relations are 

meaningful and positive.  The findings indicate that the scale is able to conduct reliable 

measurements.  

Discussion 

In this study, a scale was developed in order to determine the attitude of students 

towards computer programming learning. ASCOPL is a 5-point Likert-type scale, consisting 

of 20 items, which can be grouped under three factors.  The factors are labeled based on their 

general characteristics of items in the factor and on the convention in the literature. Attitude 

indicates the tendency of the individuals towards rejection or acceptance; it’s positive or 

negative feelings towards the events, phenomenon, objects and thoughts (Gay & Airasian, 

2000).  In a similar way, it is the positive or negative feelings of the individuals towards 

realization of a behavior according to Fishbein ve Ajzen (1975, cited: Lai, et al., 2012).  The 

attitude, according to Robbins (1994), is the expression of the feelings of an individual on an 

object. Therefore, given these circumstances, it can be said that the general structure of an 

attitude possesses a two-pool indication between positive-ness and negative-ness. Under this 

convention, due to similar characteristics which are observable for the items under the factors, 

the factor which embraces the nine positive items is labeled as “Willingness”, and the factor 

which consists of six negative items is labeled as “Negativity”. As the rest of positive items 

have a common theme of necessity regarding computer programming learning, the factor 

which embraces these items is labeled as “Necessity”.  

Item total correlations and corrected correlations were calculated and it was found that each 

item and each factor in the scale significantly served the purpose of measuring the feature that 

was expected to be measured with the general scale. In addition, the item discrimination 

powers were investigated by examining the t values regarding the difference between the 

highest 27% and the lowest 27% groups and it was determined that both the general scale and 

each item in the scale had high discrimination power, in other words each item was 

discriminatory at the expected level. The internal stability coefficients are calculated using 

Cronbach alpha reliability coefficients, the correlation value between the two-identical half 

and Sperman-Brown formula and Guttmann split-half reliability formula. Based on the 

findings using these values it is determined that the scale is suitable for reliable 

measurements.  Test-retest method is used to check the time-invariance level of the scale,  on  

the data which collected after six weeks from the first experiments. Test-retest method is 

applied for each one of the items and as well as for each sub-factors in the scale.  It is proven 

that the items and the factors in the scale is time-invariance and hence provide stabile 

measurements. 

As a result, it can be said that the ASCOPL is a valid and reliable scale that can be used in the 

determination of students’ attitude towards computer programming learning. There is little 

reliable and stable scale in the literature for this purpose.  Therefore, the scale will provide a 

substantial contribution to the literature. However, validity and reliability studies of the 

assessment instrument are restricted only to 496 students of Engineering and 262 students of 

Computer and Instructional Technologies Teacher Education. It can be suggested that validity 

and reliability studies should be repeated in order for the scale to be used in different stages of 

education.   
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